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technologies with the potential to revolutionize the diagnosis and treatment of

various diseases, ranging from cancer to cardiovascular disorders. These advanced

Keywords: algorithms have the ability to learn patterns and associations, enabling them to make
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predictions and enhance therapeutic approaches. Among the conditions that can
benefit from Al's capabilities are platelet disorders, which at least in some cases may
Deep learning
Platelet disorder
Thrombocytopenia

lead to life-threatening excessive bleeding. The conventional methods to diagnose
these disorders mainly rely on manual or automated blood cell counting and
morphology analysis that are prone to errors. In recent years, researchers have turned
to machine learning models to predict platelet disorders, including drug-induced
immune thrombocytopenia (DITP), sepsis-associated thrombocytopenia (SAT),
immune thrombocytopenic purpura (ITP), disseminated intravascular coagulation
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demonstrating satisfactory efficacy and accuracy. Our analysis revealed that key
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coagulation factors. Notably, the support vector machine (SVM) algorithm exhibited
the highest performance in predicting platelet disorders, achieving the highest

accuracy score while analyzing a relatively lower number of parameters.
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growth factors like thrombopoietin (2). Due to the

vital roles of platelets in maintaining blood vessel

Platelets are one of the essential cells in blood
circulation able to take part in hemostasis,
angiogenesis, and even immunity and
inflammation (1). They originate from the
differentiation of megakaryocytes in the bone
marrow following the presence of transcription
factors such as Runx1, c-Myb, Gatal, and Flil and

integrity and preventing excessive bleeding
(hemostasis), any impairment in the function and
or the number of platelets could lead to bleeding
complications and elevated risk of thrombotic
events. Therefore, platelet disorders encompass
various hematological conditions characterized by

defects in the function, production, and or number
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of platelets (3). Accordingly, triggers causing the
reduction of platelet count could lead to
thrombocytopenia (4). Indeed, thrombocytopenia
has been shown as one of important hallmarks of
several diseases. It can also have prognostic value in
pathologic conditions such as COVID-19 cases (5,
6). On the other hand, the elevation of platelet
count is called thrombocythemia (if the trigger is
unknown) and thrombocytosis (if the trigger is
known) (7). Moreover, functional impairments of
platelet often result from genetic alterations
affecting specific platelet signaling pathways,
receptors, or cytoskeletal components. The
presence of some disorders like liver disease and
uremia can lead to secondary qualitative platelet
disorders which are categorized as acquired ones (8,
9). The diagnosis of platelet disorders depends on
several conditions and has been performed based
on several strict criteria. Although in some cases, a
blood test could illustrate an overview of platelet
disorders, the accurate diagnosis of platelet
disorders needs a comprehensive understanding of
the underlying reasons and the history of patients
(10, 11). Figure 1 was depicted to provide a general
overview of the pathogenesis of platelet disorders.

Artificial intelligence (AI) is a human-made
computer-based intelligence that was designed to
mimic human intelligence. The Al-based systems
use patterns and associations to learn how to solve
problems on their own. Al could have several
domains, the most important of which are machine
learning and deep learning. Indeed, deep learning is
the subdomain of machine learning which is based
on artificial neural networks (12). Concerning
medicine and medical research, the application of
AT systems has been expanded to the diagnosis of
several disorders and paving the way for designing
therapeutic approaches (13, 14). In the current

study, we illustrated how AI models can be utilized

regarding platelet disorders by gathering and

investigating recent articles in this context.

2. The roles of artificial intelligence (AI) in
platelet disorders

AT systems have the ability to learn patterns and
analyze relationships in order to make decisions.
Their application in the clinical implications was
initially restricted to some automatic functions in
healthcare centers; however, nowadays, AI models
have been utilized in order to give researchers as
well as healthcare providers a way to identify
diseases and detect specific biomarkers related to
disorders in order to predict the early diagnosis or
the prognosis of diseases (15-17). In this regard, the
application of Al systems and machine learning
could have roles in the diagnosis and treatment of
cancers (18, 19), infections such as COVID-19 (20),
metabolic disorders like diabetes (21, 22), heart
failure (23-25), and blood disorders (26-29).
Accordingly, researchers have utilized Al
algorithms, machine learning, and deep learning
systems to pave the way for the diagnosis and
treatment  of  platelet  disorders,  from
thrombocytopenia to thrombocythemia (11, 30).

3. The application of AI in thrombocytopenia

There are several triggers such as low potency to
produce platelet, high destruction of platelets, and
platelet separation able to reduce the number of
platelets in the blood. Indeed, the situation in which
the platelet count falls below 150,000/pL is called
thrombocytopenia that could be due to liver
disorders, malignancies, infections, autoimmunity,
pregnancy, disseminated intravascular coagulation
(DIC), coagulation diseases, and some medications
(31). Lower numbers of platelet could result in

impairments in bleeding control, consequently
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Figure 1. The pathogenesis of platelet disorders. Platelet disorders comprise a wide range of diseases affecting either the number
or the quality of platelets. In the drug-induced immune thrombocytopenia (DITP) condition, some drugs increase the destruction
or depletion of platelets. To be precise, they can influence the bone marrow and suppress the production of platelets or target the
platelets directly and destroy them. In some severe conditions of infection diseases like sepsis-associated thrombocytopenia (SAT),
pathogens could inhibit the production of platelets in the bone marrow. Moreover, they could lead to the over-consumption of
platelets ending in platelet depletion. Regarding immune thrombocytopenic purpura (ITP), the destruction of platelets is conducted
by the presence of immune reactions; particularly, anti-body-dependent platelet destruction. In the presence of some disorders
including blood transfusion reactions, immune responses and inflammation, cancers, liver disorders, and sepsis, abnormal clotting
could occur throughout the vessels leading to the over-consumption of platelets and clotting factors defined as disseminated
intravascular coagulation (DIC). In addition to thrombocytopenic disorders, thrombocytosis could occur as a result of some agents
like cancers, blood loss, and infections. In deep venous thrombosis (DVT) cases, bone marrow is affected by some factors;
consequently, produces an excessive number of platelets leading to the induction of coagulation reactions and blood clots in the veins
deep in the body.

causing bleeding inside the body which could be life- of diseases; however, not all of them have been
The of

thrombocytopenia is crucial and is typically

threatening. early diagnosis evaluated for the roles of Al

conducted by performing a complete blood count
(CBC) test. However, other strategies such as blood
smears and bone marrow tests which could be
invasive should be used in order to detect the precise
(32).

thrombocytopenia disorders comprise a wide range

cause of thrombocytopenia Therefore,

3.1. Drug-dependent thrombocytopenia

A vast range of medications such as abciximab,
heparin, carbamazepine, ceftriaxone, eptifibatide,
ibuprofen, trimethoprim-sulfamethoxazole,
vancomycin, and mirtazapine could induce drug-
induced immune thrombocytopenia (DITP) which

could be mild (majorly) or sever. Indeed, there are
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several mechanisms utilized by drugs to promote the
destruction or depletion of platelets (33, 34), most
important of which are the direct bone marrow
suppression induced by some drugs and the
emergence of drug-dependent antibodies which can
activate platelets and consequently, lead to platelet
depletion (35). The diagnosis of DITP has always
been a challenging issue as some tests are unreliable
to detect the causative drugs or pathologic
antibodies (36). Moreover, these methods could be
time-consuming, expensive, and dependent on
specific lab facilities (37). With this regard, machine
learning systems have been demonstrated to
facilitate the diagnosis of DITP with cost-effective
approaches.

Before predicting the DITP diagnosis in patients
receiving drugs, it could be important to predict
which drug has the potential to induce
thrombocytopenia. In this regard, a study
investigated the molecular structure of drugs in
order to classify them as thrombocytopenia inducers
and non-inducers based on their potency to promote
antibody production. They utilized seven machine
learning models including naive Bayes (NB),
support vector machine (SVM), artificial neural
network (ANN), k-nearest neighbor (k-NN),
adaptive boosting (AdaBoost), eXtreme Gradient
Boosting (XGBoost), and random forest (RF) in
order to develop binary classification models for the
detection of DITP. Among all models, k-NN showed
the best performance with 0.62, 62.7%, 69%, and
56.6% AUC, accuracy, sensitivity, and specificity,
respectively (38). The results of this study not only
exhibited that k-NN outperformed other machine
learning models but also implied that the potency of
drugs to induce thrombocytopenia could be
predicted.

Concerning the DITP, it has been demonstrated that

almost 1-3% of patients who received heparin as a

medication exhibit thrombocytopenia associated
with heparin (39, 40). American Society of
Hematology recommended some diagnostic
algorithms which could have some demerits, one of
the important of which is the limited scope of
diagnostic information that is utilized in binary form
only (41). However, machine learning algorithms
are able to analyze more diverse data in order to
develop a more accurate diagnostic system. In this
regard, a recent study evaluated 1393 patients for
their laboratory and clinical data such as
demographics, prothrombin time, and anti-
thrombotic therapies. Indeed, they investigated
some predictor variables like the degree of
thrombocytopenia, timing of thrombocytopenia, the
levels of heparin antibodies (assessed by
immunoassays), and laboratory data (like CBC). By
considering heparin-induced platelet activation
assay as the standard, they demonstrated that several
clinical  hallmarks including  degree  of
thrombocytopenia, timing of thrombocytopenia,
WBC and platelet count, and the levels of heparin
IgG assessed by chemiluminescent immunoassay
(CLIA), ELISA, and particle-gel immunoassay
(PaGIA) could be the significant predictors.
According to the analyses performed by five
machine learning systems including gradient
boosting machine, logarithmic regression, elastic net
logarithmic regression, SVM, and RF, the best
machine learning model was the SVM concerning
CLIA and ELISA (with the area under the receiver
operating curve [AUC] of 0.98), and the gradient
boosting machine in PaGIA (with AUC of 0.99).
Indeed, they demonstrated that their developed
algorithm was able to dramatically reduce the
number of false-negative and false-positive heparin-
induced thrombocytopenia cases (42).

A myriad of studies has exhibited the roles of

linezolid, a synthetic oxazolidinone antimicrobial
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agent, in inducing thrombocytopenia (43, 44). A
study utilized a machine learning classification tree
model to estimate linezolid-induced
thrombocytopenia based on given data including the
concentration of linezolid, baseline platelet count,
alteration in platelet count (24, 48, 72, 96, and 120
h), creatinine clearance, and body weight. Based on
the outcomes, the model utilized platelet count at 96
h and other predictors exhibited better performance
among others. They demonstrated that possessing a
linezolid total concentration higher than 13.5 or a
reduction in platelet count to less than 2.3% at 96 h
can display a high risk for linezolid-related
thrombocytopenia by day 14. Moreover, the
sensitivity and specificity of the model were
determined as 92.2 and 78.3%, respectively (45).
According to data from 46,520 patients admitted to
the intensive care unit (ICU), 3200 met the criteria
and were included in a study evaluating the
linezolid-related thrombocytopenia by considering a
50% drop in platelet count from the basic levels as
the standard for thrombocytopenia. They showed
that machine learning was able to predict
thrombocytopenia based on routine clinical data
with 0.75 accuracy. Besides, the AUC, sensitivity,
and specificity were 0.8, 0.78, and 0.62, respectively
It is worth mentioning that in this study, the
researchers inserted the data of liver and kidney
functions into the machine learning model, as this
data is essential for the prediction of

thrombocytopenia associated with linezolid (46).

3.2. Sepsis-dependent thrombocytopenia

Sepsis is a severe condition caused by infections that
could be life-threatening by inducing organ
dysfunction and failure (47). It has been reported
that the prevalence rate of thrombocytopenia in
patients with sepsis hospitalized in the ICU is 50%
(48). Two main reasons behind sepsis-associated
thrombocytopenia  (SAT) are the reduced

production of platelet due to bone marrow
suppression as well as the elevation of platelet
consumption because of inflammatory responses
and disseminated intravascular coagulation (DIC).
The emergence of thrombocytopenia in sepsis
patients is associated with poor prognosis and
survival; therefore, the accurate and timely diagnosis
of sepsis could be vital for patients (49). Although
thrombocytopenia has been reported to be a part of
the Sepsis-related Organ Failure Assessment (SOFA)
and a great predictor of poor prognosis, it has not
been involved enough in studies regarding the
application of Al in the estimation of poor prognosis
of the ICU hospitalized patients (11). However, there
have been some studies evaluating the effects of Al
systems in the diagnosis of thrombocytopenia in
sepsis patients.

Accordingly, studies focus on analyzing the
alterations in the platelet count by machine learning
systems. A study utilized four machine learning
models NB, ANN, gradient boosting machine, and
RF to evaluate thrombocytopenia and other
variables of 1455 patients with sepsis in the ICU.
According to the results, ANN and gradient
boosting machine exhibited the best performance to
predict thrombocytopenia with AUC of 73 and 72%,
and accuracy of 0.68 and 0.71, respectively.
Concerning  the  prediction  of  severe
thrombocytopenia, all models yielded better
outcomes which among them, NB showed the best
performance with 77% AUC (50).

Another study evaluated the prognosis of sepsis
patients with thrombocytopenia by analyzing the red
cell distribution width (RDW) factor using a
machine learning system. Indeed, researchers
inserted several variables such as CBC, prothrombin
time (PT), partial thromboplastin time (PTT), and
RDW as well to the XGBoost algorithm in order to
predict the 28-day mortality risk. They
demonstrated that the SOFA score was the most
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significant predictor of mortality and after that,
RDW showed the best result. The AUC analysis of
subgroups of patients with thrombocytopenia
showed that RDW was the most important predictor
of mortality with 70 and 57% sensitivity and
specificity, respectively. It was shown that RDW was
significantly elevated in non-survivors (higher than
16.05) according to logistic regression (51). As RDW
has been shown to be a potent indicator of poor
prognosis in several cardiovascular diseases and
cancers (52, 53) and actually RDW could be
associated with inflammation in sepsis patients (54,
55), it is reasonable that RDW could be a proper
predictor of mortality risk in sepsis patients with

thrombocytopenia.

3.3. Immune thrombocytopenia

Being an autoimmune disorder, immune
thrombocytopenic purpura (ITP) is caused by the
presence of autoantibodies against platelets. It has
been exhibited that IgG autoantibodies could be
activated against glycoproteins IIb-IIla of platelets
and target them, leading to ITP (56). Although its
prognosis is good in children, ITP could be chronic
and associated with mortality in adults (57). A study
compared the complications of ITP in children and
adults. In this regard, the rate of bleeding reports was
similar in both children and adults; however, the rate
of comorbidity was remarkably higher in adults
(30%) compared with children (3.9%) (58). As
stated, ITP not only affects adults but also could
influence children. In a study of children diagnosed
with ITP, the therapeutic approach using IVIG
showed significantly higher response rate compared
with anti-D therapy (98% versus 76%, respectively)
(59). According to a recent survey in Iran
concerning 114 patients (including children) with
ITP, fatigue and anxiety around stable platelet

counts were the most common reported symptoms

(60). An interesting study evaluated the presence of
primary antibody deficiency in patients suffer from
ITP and showed that 39% of cases had antibody
mediated immune deficiency (61).

In a study, some clinical, laboratory, and
demographic parameters like age, gender, race,
history of ITP, CBC, and antibody levels, were
included in five machine learning models RF, SVM,
NB, logistic regression, and AdaBoost in order to
predict the immune thrombocytopenia in 696
pediatric patients. They showed that the most
important predictors of immune thrombocytopenia
were the history of primary ITP, mean platelet
volume, immature platelet fraction, absolute
lymphocyte count, and anti-nuclear antibody level.
The 100 tree RF showed the best performance with
0.73 accuracy and 0.79 AUC and in the following,
NB demonstrated good outcomes with 0.69 accuracy
and 0.79 AUC. All in all, these results implied that
the prediction of chronic ITP development in
pediatric patients could be carried out with favorable
accuracy via Al systems; particularly, the RF model
(62).

Another study developed some machine learning
models and evaluated them as predictors of life-
threatening bleeding in patients with ITP. They
utilized some data such as age, onset of ITP and its
type, platelet count, uncontrolled diabetes, and
cardiovascular disease to train models and develop
them. Among all models, RF showed the best
efficacy in the prediction of critical bleeding of ITP
patients with an AUC of 0.9 in the externally
validated experiment and 0.77 in a prospective
cohort of 37 centers in China (63). The presence of
intracranial hemorrhage as severe bleeding in ITP
patients has been shown to be an indication of poor
prognosis of the disease. With this regard, in a study,
10 machine learning models were developed to

predict 30-day mortality in ITP patients with
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intracranial hemorrhage. Indeed, they used multi-
center training to train models which was an
important event as it could facilitate the way for
models to learn patterns and associations among
different settings. The most important parameters
for the prediction were the count of platelet at the
time of intracranial hemorrhage, the coexistence of
severe infection, the history of severe bleeding, and
the absence of head trauma. According to the
internal and independent external validations, the
SVM model demonstrated the best performance
among the others with an AUC of 0.87 and
sensitivity of 0.6 to predict the mortality of ITP

patients with intracranial hemorrhage (64).

3.4. Disseminated intravascular coagulation (DIC)

DIC is a severe secondary clinical condition from a
variety of diseases and complications such as severe
trauma, sepsis, progressed cancer, liver diseases, and
obstetric  diseases (65). According to the
International ~ Society on  Thrombosis and
Haemostasis (ISTH), DIC is a life-threatening
acquired syndrome defined as the activation of
intravascular coagulation. The gold standard criteria
to diagnose DIC is based on laboratory data
including platelet count, fibrinogen, PT, and fibrin-
related parameters like D-dimer (66). Therefore,
thrombocytopenia could be a sign or a clue for DIC.
Rather than ISTH which has been widely utilized,
there are other scoring systems such as Japanese
Ministry of Health and Welfare (JMHW) and
Japanese Association for Acute Medicine (JAAM),
both of which could have merits and demerits (67).
Nonetheless, there is not a single clinical or
laboratory examination with satisfactory sensitivity
and specificity in order to diagnose the DIC (68).
Accordingly, studies have utilized AI models in
order to predict DIC by optimizing the utilization of

clinical parameters for the diagnosis of DIC.

In a study, after evaluating several machine learning
models, the researchers decided to use ANN as the
best AI model to diagnose DIC by analyzing 32
clinical and laboratory variables. The most
important predictive factors were the count of
platelets, alterations of platelets, D-dimer, and fibrin
degradation product (FDP), respectively. In this
regard, platelet count and alteration showed the
most important role in the prediction of DIC. They
reported that ANN exhibited the best scores with an
AUC of 0.98, sensitivity of 89.9%, and specificity of
96% (69). Another study evaluated the capacity of
three deep learning models XGBoost, long short-
term memory neural network, and convolutional
neural network (CNN) to predict the risk of DIC in
patients hospitalized in the ICU based on given
clinical data. Based on the outcomes, researchers
showed that creatine kinase (CK), glucose, aspartate
aminotransferase (AST), and nucleated red blood
cells (NRBC) rate were the most predictable variants
regarding DIC. They also demonstrated that CNN
outperformed the other two models with an AUC of
0.98 and accuracy of 95.7% and XGBoost showed the
worst performance with 0.85 AUC and 82.03%
accuracy (70). Another study assessed the risk of
DIC after allogeneic hematopoietic stem cell
transplantation and developed machine learning
models to predict the occurrence of DIC. After
analyzing with Lasso regression, the most important
variables as DIC risk factors were PT, shock, C-
reactive protein (CRP), internal normalized ratio
(INR), bacterial infection, oxygenation, and
fibrinogen, respectively. Besides, they evaluated five
machine learning models XGBoost, logistic
regression, AdaBoost, RF, and multilayer perceptron
(MLP), and found that XGBoost showed the best
performance in the prediction the risk of DIC with
0.86 AUC (71).
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4. The application of Al in thrombocythemia

If the platelet count exceeds the normal range due to
the presence of a defect in the bone marrow,
thrombocythemia occurs. If the cause is an unknown
factor, the term thrombocythemia could be utilized
and if the reason of platelet over-production is
known, the term thrombocytosis could be a better
option. As stated, thrombocytosis could be due to a
reactive event like another condition or disease
(secondary thrombocytosis) or a disorder in the
bone marrow like myeloproliferative diseases
(essential thrombocythemia). Obviously, leaving
thrombocytosis untreated could lead to serious life-
threatening conditions majorly derived from blood
clots causing stroke, pulmonary embolism, transient
ischemic attacks, venous thromboembolism (VTE),
or in some cases, it could end in myelodysplastic
syndrome or induced acute myeloid leukemia (72).
Generally, thrombocytosis isn’t accompanied by
symptoms, and most of its cases are diagnosed
during a routine blood test (CBC). With this regard,
having more than 450,000 platelet/pL could be
diagnosed with thrombocytosis (73). When it comes
to Al researchers have tried to develop Al-based
algorithms in order to predict thrombocytosis in
vulnerable cases.

Deep venous thrombosis (DVT) is the major cause
of cardiovascular diseases and is responsible for a
sizable number of morbidity and mortality (74). The
precise diagnosis of DVT needs invasive and high-
cost methods. There are two clinical criteria in order
to categorize DVT risks including the Wells Criteria
for evaluating VTE risk in thrombosis-suspected
patients (75) and the International Medical
Prevention Registry on Venous Thromboembolism
(IMPROVE) score for assessing VTE risk between
hospitalized patients (76). Due to the low efficacy of
utilized DVT scores in stratifying hospitalized

patients (77), the occurrence of DVT has been
assessed by Al-based systems in recent articles.

A study used the XGBoost model to predict the
development of DVT 12 hours and 24 hours in
advance. They investigated 99237 hospitalized
patients in both general wards and ICU and showed
that the machine learning model was able to predict
DVT of patients with 0.83 and 0.85 AUC at 12- and
24-hour windows, respectively. Besides, the most
important predictors of DVT were cancer history,
VTE history, and INR, in order. These results could
pave the way for early detection of DVT and
optimizing the prophylactic anticoagulants;
consequently, reducing the occurrence of
pulmonary emboli (78). In another study, three
machine learning models SVM, RF, and logistic
multivariable analysis were used to evaluate 318
essential thrombocythemia patients with a history of
thrombosis. By analyzing biomarkers, machine
learning demonstrated the most important
independent predictors of thrombosis,
cardiovascular risk factor, and RDW standard
deviation (SD) (79). The details of studies using
machine learning systems regarding platelet
disorders were provided in Table 1. Moreover,
Figure 2 displayed a comparison between machine

learning models with the best performances.

5. Conclusion and future prospects

Artificial intelligence (AI) systems hold immense
potential in the context of platelet disorders, offering
opportunities to enhance the diagnosis and
treatment actions. With this regard, Al algorithms
have shown the capacity to learn patterns and
analyze relationships in order to find the most
important variable and predict the occurrence of
platelet disorders. The typical diagnostic tools
regarding platelet disorders could be invasive, time-

consuming, and costly; yet, the application of
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machine learning models has revolutionized the
early diagnosis of platelet disorders in order to take
action in critical situations. However, there are still a
few numbers of machine learning-driven

approaches regarding platelet disorders, most of

Machine Learning
Models

<

which were associated with thrombocytopenia.
Indeed, studies majorly focus on the role of machine
learning models in the context of thrombocytopenia
disorders including DITP, SAT, ITP, and DIC.

CNN

Figure 2. Comparison of machine learning models. We analyzed the data of studies that utilized machine learning models in order

to predict platelet disorders. According to the area under the receiver operating curve (AUC) (a minimum of 0.85), three studies
using SVM, ANN, and CNN models exhibited the best performance with an AUC of 0.98. In the following, RF and SVM showed 0.9
and 0.87 AUC, respectively in two other studies. Moreover, two studies utilizing XGBoost as the machine learning model exhibited
AUCs of 0.86 and 0.85 which are satisfactory. Our investigation showed that the most frequently used variables are age, gender,
history of diseases, CBC, MCV, MCH, MCHC, PT, PTT, D-dimer, creatinine, and INR. It is worth mentioning that those studies
demonstrating the best AUC (0.98) used a sizable number of demographics, clinical, and laboratory parameters while the others
utilized a way lower number of parameters. Interestingly, among the best models, only SVM showed the best capacity with a relatively
lower number of included variables implying the efficacy of SVM in predicting platelet disorders.

Regarding thrombocythemia, researchers utilized
machine learning systems to predict the
development of thrombosis before its onset. It
could be crucial to estimate if susceptible patients

can develop thrombosis like DVT or not in order to
save lives. Nevertheless, this area requires further
investigation in order to reach the most precise
method.
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Table 1. Details of imported clinical data and efficacy of machine learning models in platelet disorders.

Ref |Parameters Model Efficacy
Demographic Hematology Coagulation Biochemistry Immunology AUC | Accuracy | Sensitivity | Specificity

DITP

(38) NA K-NN 0.62 62.7% 69% 56.6%

(42) | Ag Ge Hi Th WBC Plt PT CRP Ab SVM 0.98 # 96% 95%

(45) | Ag Ge Hi Plt Crea OT/PT Tree # # 92.2% 78.3%

(46) | Ag Ge Hi Plt INR Crea OT/PT 0.8 0.75 0.78 0.62

SAT

(50) | Ag Ge Hi Th Al/Sm |WBC RBC PIt PT PTT D-di INR | CRP Crea OT/PT Mi ANN 73% 0.68 # 0.71

(51) | Ag Ge Hi WBC Plt RDW PT PTT XGBoost # # 70% 57%

ITP

(62) | Ag Ge Hi WBC Plt Ab RF 0.79 0.73 # #

(63) | Ag Hi Plt RF 0.9 # # #

(64) Hi Plt SVM 0.87 # 0.6 #

DIC

(69) |[Ag Ge Hi WBC RBC Plt RDW CH/V |PT PTT D-di INR ANN (0.98 89.9% 96%

(70) |Ag Ge Hi Th WBC RBC PIt RDW CH/V |PT PTT D-di CRP Crea OT/PT Mi CNN |0.98 95.68% |# #

(71) Hi WBC Plt PT INR CRP Crea XGBoost |0.86 # # #

Thrombocytosis

(78) |Ag Ge Hi Th INR XGBoost |0.85 # 0.8 0.75

Ag: Age; Ge: Gender; Hi: History of diseases; Th: Therapy; Al/Sm: Alcohol/Smoking; Ab: Antibody; Crea: Creatinine; OT/PT: AST, ALT; CH/V (Corpuscular Hemoglobin/Volume):

MCV, MCH, MCHC; D-di: D-dimer; Mi: Minerals
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Researchers inserted several demographical,
clinical, and laboratory data into models and
showed satisfying outcomes in predicting platelet
disorders. Generally, the precise accuracy, AUC,
sensitivity, and specificity depend on the situation
of the examinations such as the utilized algorithm
and the condition of the disease. However, by
comparing the AUC of models in studies, we
exhibited that in three studies, SVM, ANN, and
CNN reached the highest efficacy with an AUC of
0.98. Two other studies showed 0.9 and 0.87 AUC
for RF and SVM, respectively. Moreover, in two
studies, XGBoost demonstrated 0.86 and 0.85 AUC.
Taken together, it could be inferred that more data
is required in order to interpret and compare the
effectiveness of AI models; however, SVM showed
the best performance. Furthermore, by evaluating
the parameters of those studies, we concluded that
studies that included a higher number of
parameters reached better performance. To be
precise, the more parameter a model takes, the
more accurate it could be. Therefore, the better
efficacy of models in those studies could be
associated with a high number of parameters they
investigated; however, it couldn’t be a promising
aspect because it would be time-consuming and
costly to include a sizable number of parameters for
models. Accordingly, SVM again exhibited better
performance for the relatively lower number of
parameters it utilized and the higher AUC it
achieved. Regarding the analyzed parameters, we
concluded the most important variables helping the
prediction of platelet disorders are the history of the
disease, platelet counts, and coagulation factors.

It is worth mentioning that by analyzing the
patterns, models not only predict the risk of platelet
disorders but also estimate the rate of mortality and
or the occurrence of specific complications.

Moreover, studies have shown which parameters

and biomarkers could have the most potency to
predict. This could be useful for physicians to
evaluate those meaningful parameters primarily
and for researchers to consider them as important
predictive variations in Al studies. Although these
studies exhibited promising outcomes, the
application of AI systems in the diagnosis and
treatment of platelet disorders needs additional
evaluation. Advancements in Al technology could
lead to the development of more accurate and
efficient diagnostic tools, predictive models, and

personalized treatment strategies.
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