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Patient 
samples 

Healthy 
samples 

Disease Technique Model Description Ref. 

20* 20* GC H&E CNN The experiments resulted in the detection of the disease 
with an accuracy of up to 89.72% implying that the AI 
model can be a promising tool to assist in pathological 
diagnosis. 

(56)  

5461* NA TC NA NA The algorithm has the potential to be used as a screening 
and assistive tool based on WSI for improved diagnosis 
of indeterminate cases comparably to human experts. 

(57) 

378 NA GC, CRC, 
Endometrial 

H&E DRL The DRL predicted microsatellite instable directly from 
H&E-stained histology slides. 

(58) 

NA NA BC H&E CNN The model achieved accuracies of 77.8% for four classes 
and 83.3% for carcinoma/non-carcinoma. The method 
had a high sensitivity for cancer cases at 95.6%, making 
it useful for pathologists. 

(49) 

68 71 CRC H&E SVM, 
CNN 

By using the best alignment metric, they showed that a 
strong correlation between glandular shape and tumor 
grade was present. They achieved a tissue classification 
accuracy of 95.3% and specificity of 95.2%. 

(59) 

1584* 509* RCC H&E CNN CNN distinguished clear cell, chromophobe, and 
papillary RCC and achieved a classification accuracy of 
94.07%. 

(60) 

502* NA CC H&E CNN The model was able to diagnose CC with 93.3% accuracy 
which could be useful to assist pathologists in classifying 
CCs from cytological images. 

(61) 

5429* 2480 (s) BC H&E CNN The model achieved accuracy between 98.87% and 
99.34% for binary classification and between 90.66% 
and 93.81% for multi-class classification. 

(62) 

39* NA LC IHC CNN By staining variation and artifacts the model showed 
performance as precise as humans with a low cell count 
difference of 0.033 cells on average. 

(63) 

83* NA BC, PCa, 
Colon 

IHC U-Net U-Net based method showed satisfactoy performance 
which exceeded humans in identifying lymphocytes 

(64) 

675 242 CC Pap smear KNN The accuracy of the cancer diagnosis method was found 
to be 98.31% for the KNN model. 

(65) 

GC: Gastric cancer, CNN: Convolutional neural network, TC: Thyroid cancer, WSI: Whole slide imaging, CRC: Colorectal cancer, 
DRL: Deep residual learning, BC: Breast cancer, SVM: Support vector machine, RCC: Renal cell carcinoma, CC: Cervical cancer, 
LC: Lung cancer, PCa: Prostate cancer, KNN: K-nearest neighbors, NA: Not available, *: Number of slides. 
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Patient 
samples 

Healthy 
samples 

Disease Technique Model Description Ref. 

274 NA Glioma MRI CNN U-Net based deep convolution networks showed an 
automatic detection and segmentation for brain tumors 
according to MRI imaging. 

(76) 

44 22 BrC MRI DNN, DWT The model classified brain MRIs into normal and three 
types of malignant brain tumors glioblastoma, sarcoma, 
and metastatic bronchogenic carcinoma tumors. 

(77) 

40 NA BrC MRI Template-
based K-
means, 
FCM 

The proposed algorithm achieved satisfactory detection 
of abnormal and normal tissues in the human brain with 
small detachment of gray-level intensity. Additionally, it 
detected human brain tumors within seconds, which is 
faster than other algorithms that take minutes 

(78) 

25 NA LiC MRI SLFN The model was accurate and efficient, compared to 
manual ground-truth segmentation and significantly 
reduced the time required for liver tumor segmentation. 
The accuracy was also comparable or better than 
existing semi-automatic methods. The proposed scheme  

(79) 

341 NA PCa MRI CNN XmasNet outperformed 69 methods and had the AUC of 
0.84 and a high sensitivity and specificity. 

(80) 

175 252 PCa MRI CNN The detection of prostate cancer was conducted by CNN 
with an AUC of 0.87. 

(81) 

5 NA RCC CT RUSBoost, 
Decision 
tree 

According to CT data sets the segmentation 
effectiveness in terms of Dice coefficient was 0.85±0.04. 
The overall accuracy of the proposed classification 
model was 92.1%. 

(82) 

169 NA RCC CT CNN The model showed an AUC close to 0.9 concerning renal 
cell subtype classification. 

(83) 

20* NA LC CT Various Regarding the detection of tumors, GCPSO showed the 
best performance with 96.8% accuracy. 

(84) 

154 93 LC X-ray DenseNet-
121 

The developed model was able to detect lung tumors 
with accuracy, sensitivity, and specificity of 74.43%, 
74.68%, and 74.96%, respectively. 

(85) 

659 NA LC X-ray YOLOv4 The sensitivity of the model was found to be the best at 
79%. The median time from detection to diagnosis for 
radiologists assisted with AI was 46 (3–523) days, 
longer than that for radiologists (8 (0–263) days. 

(86) 

1090 NA TC Ultrasound Inception-
v3 

The study found that Inception-v3 can achieve excellent 
diagnostic efficiency. Nodules that are 0.5–1.0 cm in size 
and have microcalcification and a taller shape can be 
more accurately diagnosed using Inception-v3. 

(87) 

131 NA TC Ultrasound SVM, MLP The diagnosis of thyroid cancer was carried out based 
on AI algorithms which achieved accuracy, sensitivity, 
and specificity of 97.78%, 100%, and 95.45%. 

(88) 

NA NA BC Mammography AlexNet The highest AUC achieved is 88% for samples obtained 
from both segmentation techniques. When using 
samples from the CBISDDSM dataset, the model 
accuracy increases to 73.6%. The SVM accuracy is 87.2% 
with an AUC of 94%. 

(89) 

115 NA BC Mammography CellSearch 
system 

The study concludes that pretreatment CTC detection is 
an independent and strong prognostic factor for overall 
survival in non-metastatic breast cancer. 

(90) 

18 23 BC Mammography Various The experimental results show that MSVM outperforms 
the decision tree model, with average accuracy rates of 

(91) 
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95%, 94%, and 98% for normal, benign, and malignant 
cancer classes, respectively. The sensitivity rate is 
increased by 3%, specificity by 2%, and receiver 
operating characteristics (ROC) area is 0.99 using SVM. 

30 NA BC Mammography CNN, RNN The results show that the operation of two classifier 
outputs yields overall diagnostic accuracy, which 
outperforms conventional models. 

(92) 

136 221 BC Mammography Various 
CNNs 

According to the results, the models were able to 
identify tumors with an accuracy of 84.5%, an AUC of 
0.88, a sensitivity of 89.7%, and a specificity of 78.1%. 

(93) 

112 NA LC PET-CT CNN The AI-based model showed a high sensitivity (90%) in 
detecting lung lesions but its high negative predictive 
value on a patient basis (100%) could be important in 
actual scenarios. 

(94) 

956 NA LC PET-CT CNN The combination of PET and CT showed an accuracy of 
79% and an AUC of 87% to predict progression of lung 
tumors which was near the performance of CT alone and 
over the outcome of PET alone. 

(95) 

52 NA CRC PET-CT NA The study concluded that their ML model, based on 
restaging [18F]-fluorodeoxyglucose (FDG)-PET-CT, was 
feasible and potentially useful in predicting disease 
progression. 

(96) 

NA NA CRC Colonoscopy Supervised 
neural 
network, 
Multiple 
layers 

The AI system has a sensitivity and specificity of 97.3% 
and 99.0%, respectively. The system predicted 
cancerous regions in 21.9 milliseconds per image which 
is sufficient to support endoscopists in high detection 
against non-polypoid lesions that are frequently missed 
by optical colonoscopy. 

(97) 

826* 1104* CRC Colonoscopy CNN Compared with endoscopists, the AI model showed 
similar precision (87.3%) but higher accuracy (85.9%) 
and recall rate (87.6%) in distinguishing polyp images 
from non-polyp ones. 

(98) 

NA NA CRC Colonoscopy CNN The proposed system showed superior detection 
performance in terms of precision, recall, and reaction 
time in both image and video databases. 

(99) 

119* 312* GC Endoscopy CNN The algorithm was able to detect gastric lesion with a 
mean average precision of 0.87. 

(100) 

533 1208 GC Endoscopy CNN The proposed method was evaluated using five-fold 
cross-validation, and the results showed a sensitivity of 
96.0% and 0.10 false positives per image. 

(101) 

228* 698* GC Endoscopy CNN By performing transfer learning with two classes 
(cancer and normal), the accuracy of the model was 
87.6% for the detection of early gastric cancerous 
lesions. 

(102) 

NA NA Melanoma Dermoscopy SVM After extracting unique features from segmented 
lesions, the SVM model classify cancerous and healthy 
lesions with an accuracy of 92.3%. 

(103) 

3000* NA Melanoma Dermoscopy GAN By evaluating pigmented and non-pigmented lesion 
segmentation the model could correctly identify about 
92% of the lesions. 

(104) 

NA NA Melanoma Dermoscopy CNN The model achieved an accuracy of 89.5% by applying a 
publicly available dataset. 

(105) 

95 508 Melanoma Dermoscopy NA The AI system showed a promising sensitivity (96.8%); 
however, the specificity was 37.4%. 

(106) 

CNN: Convolutional neural network, BrC: Brain cancer, DNN: Deep neural network, DWT: Discrete wavelet transform, FCM: Fuzzy C-
means, LiC: Liver cancer, SLFN: Single hidden layer feedforward neural network, PCa: Prostate cancer, RCC: Renal cell carcinoma, 
LC: Lung cancer, GCPSO: Guaranteed convergence particle swarm optimization, TC: Thyroid cancer, SVM: Support vector machine, 
MLP: Multilayer perceptron, BC: Breast cancer, MSVM: Multiclass support vector machine, RNN: Recurrent neural network, CRC: 
Colorectal cancer, GC: Gastric cancer, GAN: Generative adversarial network, NA: Not available, *: Number of images. 
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